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1Rajiv Gandhi National Institute of Youth Development, Sriperumbudur, TN, India
2Department of Computer Science and Engineering, Amrita School of Engineering, Amrita Vishwa Vidyapeetham, Coimbatore,
TN, India
3Department of Logistics, Military Academy, University of Defence in Belgrade, Belgrade, Serbia
4Military Academy, University of Defence in Belgrade, Belgrade, Serbia

Correspondence should be addressed to Dragan Pamucar; dragan.pamucar@va.mod.gov.rs

Received 8 December 2021; Revised 14 January 2022; Accepted 22 March 2022; Published 21 April 2022

Academic Editor: Ali Ahmadian

Copyright © 2022 K.S. Ravichandran et al. �is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

As an innovative generalization to a linguistic term set, the probabilistic variant is gaining abundant attraction in the decision
process. However, earlier studies with this variant for decision-making have not adequately explored hesitation in data artic-
ulation and interactive ranking. Driven by the claim, in this paper, a new integrated approach is put forward under the
probabilistic linguistic context, which attempts to address the claims by presenting a regret/rejoice technique and an interactive
WASPAS algorithm for determining the signi�cance of factors and personalized ranking of alternatives. To test the usefulness of
the approach, the online course prioritization problem based on empirical data is exempli�ed, and a comparison demonstrates the
bene�ts and limitations of the proposed work.

1. Introduction

Decision-making under uncertainty is an interesting and
complex problem in day-to-day life [1]. Zadeh [2] intro-
duced the concept of linguistic decision-making that was
further ameliorated by the work of Herrera et al. [3].
Rodriguez identi�ed that the linguistic term set (LTS) could
not accept more than one instance at a given point in time.
To resolve the issue, hesitant fuzzy linguistic information
(HFLI) [4] was put forward, which embedded the idea of
hesitation and allowed more than one instance as preference
information. Driven by this feature, many researchers used
HFLI for decision-making [5]. Pang et al. [6] identi�ed that
though HFLI allowed multiple information, the con�dence
associated with each element is either ignored or assumed to
be the same. A probabilistic linguistic term set (PLTS) was
introduced to handle the issue.

PLTS can accept more than one term and associate
occurrence probability to each term.�is setting gained a lot
of attention in the decision-making context in both in
theoretical (such as operational laws/aggregation functions
[7–13]; ranking [14–19]; measures [20–22]) and the appli-
cation perspectives [23–29]. Two popular reviews dealing
with the applicability of PLTS in decision-making [30] and
aggregation operators in the PLTS context [31] give a holistic
view of the core importance of the structure for the decision
process.

Based on these two reviews, speci�c challenges can be
identi�ed, as follows:

(i) consideration of views from a large population that
is heterogeneous is challenging to manage,

(ii) hesitation during opinion sharing is not adequately
captured during weight estimation,
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(iii) personalized prioritization based on personal
choices on alternatives is lacking, along with the
idea of capturing interaction among factors.

(ese challenges motivated the present study, and the
following contributions are henceforth made:

(i) PLTS is used to transform the Likert-scale rating
from multiple participants to a holistic decision
matrix for prioritization of alternatives,

(ii) the regret/rejoice approach is put forward to ef-
fectively capture hesitation under the PLTS context;
weights of the rating personnel are considered
during factor significance calculation,

(iii) a new interactive algorithm with the WASPAS
(weighted aggregated sum product assessment)
technique as the base formulation is developed to
consider personal choices on alternatives and the
nature of factors.

(ese contributions add value to the PLTS-based deci-
sion-making and aid in rational selection. Further organi-
zation of the paper is as follows. First, literature relating to
regret theory and WASPAS are presented in Section 2,
tracked by the methodology in Section 3, which covers the
core aspect of the paper by detailing step-wise the methods
for significance calculation and prioritization. An empirical
case example is exemplified in Section 4 to clarify the
usefulness of the developed interactive approach. Com-
parison with other models is also presented to showcase the
efficacy and shortcomings of the work. Finally, concluding
remarks with future research scope are provided in Section
5.

2. Literature Review

2.1. Regret -eory. Regret theory (RT) is a concept adapted
from psychology into decision-making that deals with a clear
understanding of the mindset of an expert upon choosing a
candidate over another [32]. (is idea resembles the human
decision process and is a viable approach for determining the
hesitation of experts during the decision process [33]. Some
review articles [34–37] on RT are prepared by scholars that
infer that the concept (i) is elegant and effective in decision-
making; (ii) allows efficient capturing of experts’ hesitation;
and (iii) promotes methodical determination of weights of
factors. Chen et al. [38] used the fuzzy context with axi-
omatic design and RT for logistic provider evaluation under
an omnichannel environment. Wang et al. [39] presented a
stock grading model with RT and compared the result with
prospect theory in the context of fuzzy interval-neutrosophic
probability. Qu et al. [40] gave an extended RT with group
satisfaction measure under dual hesitant context for grading
shared-bikes for an investment. Xia [41] developed the
multiobjective model by adopting the RT idea under the
hesitant fuzzy linguistic domain to solve firms’ decision
problems. Gong et al. [42] gave a cloud model with linguistic
structure by extending the RTconcept over dual expectation
of stock evaluation. Wang et al. [43] developed RT-based
TOPSIS (a technique for order of preference by similarity to

ideal solution) with interval type-2 data in a three-way
decision context. Liu et al. [44] assessed projects for venture
capitalists under probabilistic hesitant setting by adopting
RT and mathematical model formulated using entropy and
water-filling strategy. Ren et al. [45] developed an extension
to RTunder an intuitionistic fuzzy environment by adopting
Canberra distance for solving decision problems of supplier
selection for assembly components. Gong et al. [46] per-
formed a portfolio assessment with multiobjective pro-
gramming by considering the RT formulation and the DEA
(data envelopment analysis) approach. Liang et al. [47]
solved decision problems in probabilistic interval hesitant
fuzzy data by developing an integrated RT-gain/lost dom-
inance approach.

2.2.WASPASMethod. (e method’s inception is from [48],
which linearly combines the weighted sum and product
measures. Driven by the simplicity of the method, many
researchers used the technique for decision-making. Mar-
dani et al. [49] prepared a detailed review on WASPAS
showcasing the method’s usefulness in the decision process.
Mishra et al. [50] evaluated green suppliers in an industry by
extending WASPAS with exponential divergence concept
with hesitant fuzzy data. Tus and Adali [51] prepared the
CRITIC-WASPAS approach as an integrated framework for
software evaluation in firms. Pamucar et al. [52] gave a new
extension to WASPAS under neutrosophic context for
assessing advisors in the process of transporting hazardous
goods. Krishankumar et al. [53] came up with a variance-
WASPAS integrated method for green supplier selection in a
linguistic environment. Bouchraki et al. [54] provided an
integrated AHP-WASPAS with fuzzy numbers for assessing
claims of customers concerning drinking water service in a
firm. Ilbahar et al. developed a Pythagorean fuzzy WASPAS
model for renewable energy selection by considering sus-
tainable factors. Krishankumar et al. [55] ranked risk
management strategies in the construction sector by pro-
posing a combined framework with variance and WASPAS
technique under a double hierarchy setting. Pamucar et al.
[56] selected suitable transport modes for reaching airports
in Istanbul by preparing a model with fuzzy numbers, a
level-based weight assessment technique, and WASPAS.
Simic et al. [57] ranked last-mile travel modes of goods by
presenting WASPAS under picture fuzzy context. Ali et al.
[58] came up with a new framework under an uncertain
linguistic setting with arithmetic operations, fusion func-
tions, entropy, and the WASPAS technique for selecting
suppliers in a firm. Osintsev et al. [59] assessed compression
methods for aerial images by gathering linguistic ratings and
adopting neutrosophic WASPAS algorithm. Bozanic et al.
[60] prepared a new extension of WASPAS and AHP ap-
proaches to ordered fuzzy values for rationally ranking
improvement projects.

2.3. Insights from the Review. Based on the previously pre-
pared previously review, it is clear that PLTS is a sophis-
ticated preference structure that can associate confidence
levels to terms and aid in heterogeneous data transformation
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into holistic data forms. Further, determining significance
values by properly considering hesitation is crucial in ra-
tional decision-making. Finally, the idea of personalized
ordering with appropriate consideration to the nature of
criteria is key for effective decision-making. (e insights are
in line with the challenges discussed in the study, which are
circumvented by the contributions made in this work.

Figure 1 presents the working model of the proposed
interactive approach by utilizing PLD. As claimed in [6],
PLD is a flexible preference style that can effectively model
diverse opinions from heterogeneous candidates/partici-
pants. (e procedure adopted for converting the rating
information into PLD is explained in Section 3. Data on each
online course is given by a diverse set of participants with a
different count, background, expertise, demography, and so
on. PLTS is a flexible structure adopted to transform the
various data into a holistic data matrix to prioritize online
professional courses. (e data is collected empirically from
participants of the short-term online certification course
hosted by RGNIYD, an academic institution during the
pandemic time. Officials who hosted the certification pro-
gram acted as experts and offered their opinion on each
factor considered for rating the courses. By using the regret/
rejoice technique, the significance values of elements are
calculated. Later, the data matrix and the significance vector
are used by the interactive WASPAS algorithm for the
prioritization of online courses given job opportunities for
Indian youths. (e officials collect personal choices on each
course as a choice vector. (e nature of factors is also being

considered in this interactive WASPAS algorithm for ra-
tional prioritization of courses.

3. Methodology

3.1. Preliminaries. (e authors provide some basic concepts
related to LTS, HFLTS, and PLTS.

Definition 1. Reference [3]. Let TS � sz|z � 0, 1, . . . , q􏼈 􏼉 be
an LTS with s0 and sq as the initial and final objects with v

being a positive integer. (e features of S are as follows:
If

za> zb then sza > szb,

neg sza( 􏼁 � szb,
(1)

where

za + zb � q. (2)

Definition 2 [4]. Let TS be as before. (en, an HFLTS is
given by

DF � a, hDF
(a)|a ∈ A􏽮 􏽯, (3)

where

hDF
(a) � h(a) � s

k
z|k � 1, 2, . . . , #h(a)􏽮 􏽯. (4)

Definition 3 [6]. Let TS be as before. (en, PLTS is given by

D(p) � D
k

p
k

􏼐 􏼑|D
k ∈ TS, 0≤p

k ≤ 1, 􏽘
k

p
k ≤ 1, k � 1, 2, . . . , #D(p)

⎧⎨

⎩

⎫⎬

⎭, (5)

where Dk(pk) is the kth instance with pk being the occur-
rence probability that is associated with the term Dk and
#D(p) refers to the number of instances.

Note 1. di � (sk
z)i(pk

i )􏼈 􏼉 is the probabilistic linguistic
element (or) probabilistic linguistic data (PLE/PLD) and
many such elements constitute the PLTS. Terms have the
following semantics:

so � none,

s1 � extremely low,

s2 � very low,

s2 � low,

s4 � moderate,

s5 � high,

s6 � very high,

s7 � extremely high.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (6)

Definition 4. Reference [21]. Two PLEs d1 and d2 considered.
(en, the operations are given by

d1⊕d2 � f
− 1

f d1( 􏼁 + f d2( 􏼁( 􏼁,

d1⊕d2 � f
− 1

f d1( 􏼁 × f d2( 􏼁( 􏼁,
(7)

where f and f− 1 are obtained from [21]

f: τ �
z

4q
+ 0.5, (8)

and

f
− 1

: sz � s(2τ−1)×2q. (9)

3.2. Data Transformation. (is section focuses on con-
verting Likert scale ratings from a heterogeneous set of
participants into holistic data for decision-making. PLTS is a
suitable structure for supporting this conversion process.
Occurrence probability values are associated as confidence
values to the different rating terms that give an overview of
all the participants and their rating for a particular instance.

(e present study considered four professional courses
for short-term certification programs conducted online
during 2020 (pandemic time). (e participant count was
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diverse for each course, and a normal rating was insufficient
to grasp the data correctly. (us, the rating information is
transformed to PLD. Proper consideration is given to the
diverse participants pertaining to each course by doing the
transformation. As a simple walkthrough example, suppose
there are two courses, namely, course A and course B, with
participants as three and five, respectively, for each course.
Rating information is obtained as A(1)� s4, A(2)� s3, and
A(3)� s4; B(1)� s3, B(2)� s3, B(3)� s3, B(4)� s2, and
B(5)� s5. It must be noted that A(1) to A(3) denotes Likert
scale rating from three students on course A. Similarly, B(1)
to B(5) denotes Likert scale rating from five students on
course B. PLEs with respect to course A based on the rating
information from three students are calculated as follows:

A �

s4
2
3

􏼒 􏼓

s3
1
3

􏼒 􏼓

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

�

s4(0.67)

s3(0.33)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

B �

s3
3
5

􏼒 􏼓

s2
1
5

􏼒 􏼓

s5
1
5

􏼒 􏼓

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

�

s3(0.6)

s2(0.2)

s5(0.2)

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

.

(10)

For course A, the factor 2/3 for s4 is obtained since two
students out of three rated course A as s4. On the other hand,
for course B, a factor of 1/5 is obtained for s2 since one
student rated course B as s2 out of five students. Similarly,
other values can be determined. (is mechanism is adopted
to transform the input data matrix for ranking online
professional courses within the perspective of job oppor-
tunities for Indian youths. It must be noted that the instances
chosen for the study depend on the expert. For the present
study, two cases in high probability are chosen.

3.3. Significance Calculation: Regret/Rejoice Technique.
(e factors considered for evaluating online courses are
competing with one another and pose unbiased or het-
erogeneous importance. Kao [56] stated that this needs to be
methodically determined to avoid subjectivity and inac-
curacies from direct elicitation. Popularly, weights are de-
termined either with partial information or unknown
information. Programming models are used for partial
context, and methods such as entropy [20], analytical
methods [62–64], variance [53], and so on are used for
unknown context. (ough these methods estimate weights,
hesitation during opinion sharing is not adequately cap-
tured, and the regret factor incurred by the personnel during
the decision process is not properly realized. (e regret/
rejoice technique is put forward under the PLTS context to
mitigate the issue. Regret theory [32] is an exciting concept
that deals with the psychological aspect and demonstrates
the behavior based on a particular choice made by the expert.
(e technique that evolves from the theory (i) is simple and
elegant, (ii) effectively represents the hesitation of experts,
and (iii) captures the regret factor incurred by an expert
during the decision process. From the review, it is clear that
the technique is suitable for the significance determination
of factors.

Inspired by the claims, steps for calculation of signifi-
cance of factors are presented as follows:

Step 1. Experts share their opinions on each factor as a
PLE. g vectors of 1 × y order are obtained.

PARATICIPANTS

Data Tranformation and Interactivr
WASPAS

Colloct rating data from participants by using
Google forms

Transform rating data to PLD–Form holistic
data matrix

Apply interactive WAPPAS method with
PLD for prioritization of online courses

Obtain opinions
from

experts/officials on
each factor and

apply regret/rejoice
technique–

Signficance values

Figure 1: Working model for online professional course selection with PLD.
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Step 2.Neumann utility function is applied to the score
measures of PLEs by using (5) and (6). Neumann values
are determined for each opinion value from the expert
leading to g × y values.

Sdlj � 􏽘
k

z
k
lj × p

k
lj􏼐 􏼑, (11)

UFj � 􏽘

g

l�1
v Sdlj􏼐 􏼑 + R v Sdlj􏼐 􏼑􏼐 􏼑 −

􏽧
v Sdlj􏼐 􏼑, (12)

where v(Sdlj) � (Sdlj)
η is the von-Neumann function,

R(v(Sdlj)) � 1 − e− β×v(Sdlj) is the regret function and
􏽧

v Sdlj􏼐 􏼑 � maxj∈Benefit v Sdlj􏼐 􏼑􏼐 􏼑ormin j∈Cost v Sdlj􏼐 􏼑􏼐 􏼑. (13)

Here, η is the power value, and β is the risk aversion
value. Both are considered as 0.50 in this study.
Step 3. Normalize the values from the utility function
by using (7) to get the significance vector for the factors.
Values from Step 2 are considered as input to deter-
mine the significance values.

Sfj �
UFj

􏽐jUFj

, (14)

where Sfj is in the range 0 to 1, with the sum being unity,
referred to as the significance value.

3.4.RankingAlternatives:WASPASMethod. (e focus of the
section is to present an approach for ranking alternatives
based on the set of criteria. As discussed earlier, criteria are
heterogeneous and pose biased significance. (erefore, the
calculated significance vector from the previous section is
utilized here, along with the preference data.

Based on the review previously made, it is clear that
WASPAS [48] (i) is simple and elegant; (ii) popularly used in
decision-making, and (iii) works using sum/product func-
tions as base formulation. It can be noted that the WASPAS
method does not consider the nature of criteria and cannot
accept the personal choices of experts during the ranking
process. Motivated by the issue, in this section, an interactive
extension of WASPAS is put forward, and the stepwise
formulation is given as follows.

Step 1. Based on the participants rating, a holistic PLTS
data matrix is formed of x × y order by adopting the
procedure given in Section 3.2. Here x denotes the
number of professional courses (alternatives), and y

represents the number of factors.
Step 2. Apply transformation functions given in (15) to
effectively accommodate the nature of factors (criteria)
in the rank estimation.

dij �
dij � dij for j ∈ benefit,

dij � d
c
ij for j ∈ cost,

⎧⎨

⎩ (15)

where dc
ij � sk

q−zij
(1 − pk

ij)􏼚 􏼛 is the complement of dij.
Ideally, the probability values are normalized to retain

the property of a PLE. Here q is as denoted in Definition
1.
Step 3. Determine each alternative’s weighted sum and
product values based on the significance vector and
holistic data matrix. Equations (9) and (10) are applied
for this purpose.

AFi � 􏽘

y

j�1
Sfj × 􏽘

k

poi ×
z

k
ij × p

k
ij

􏽐j z
k
ij × p

k
ij􏼐 􏼑

⎛⎝ ⎞⎠⎛⎝ ⎞⎠⎛⎝ ⎞⎠, (16)

PFi � 􏽙

y

j�1
􏽘
k

poi ×
zk

ij × pk
ij

􏽐j zk
ij × pk

ij􏼐 􏼑
⎛⎝ ⎞⎠⎛⎝ ⎞⎠⎛⎝ ⎞⎠⎛⎝ ⎞⎠

Sfj

,

(17)

where poi is the personal opinion on alternative i in the
unit interval with 􏽐ipoi as unity, poi is a vector of 1 × x

order, Sfj is the significance of factor j, zk
ij is the

subscript of the linguistic term in the kth instance for ith

professional course rated based on jth factor, pk
ij is the

occurrence probability value in the kth instance for ith

professional course rated based on jth factor, and AFi

and PFi are the weighted sum and weighted product
values associated with each alternative.
Equations (9) and (10) yield two vectors each of order
1 × x, and Sfj is the significance value of the factor j

calculated by applying (14). poi is another parameter
that denotes the personal opinion on an alternative i

given by the experts.
It must be noted that when instances of the PLEs are
not equal, the procedure mentioned in Definition 6 of
[6] is adopted, which makes the instances in the PLEs
equal.
Step 4. Calculate the net rank TRi of each alternative i

by adopting the idea of a linear combination of
weighted sum and weighted product determined from
(9) and (10). Equation (18) is used for the calculation
that yields a rank vector of order 1 × x.

TRi � θ × AFi +(1 − θ) × PFi, (18)

where θ is the strategy measure between 0 and 1.
It must be noted that (18) yields a vector of 1 × x order

that contains the rank values of each professional certifi-
cation course that is considered in the case example. By
increasing the strategy values stepwise from 0.1 to 0.9, nine
vectors of 1 × x can be obtained from (18). Arrange the
values obtained from (18) in the descending order for
forming the ordering of alternatives.

4. Case Example: Online Professional
Course Selection

(is section attempts to exemplify the applicability of the
research model. For this, a case example with empirical data
from participants is adopted to select suitable online courses
for Indian youths focused on job creation for the youth

Mathematical Problems in Engineering 5



population with an IT background. Four online courses,
namely, data science, machine learning, cyber security, and
cloud computing were conducted as short-term certifica-
tions in RGNIYD, an academic institution. Youths with fair
IT background attended the program, and it accounted for
69, 164, 64, and 103, respectively. Out of these, participants
who volunteered for data collection were 47, 110, 44, and 83,
respectively. It can be seen that the population size is het-
erogeneous for each online course. To better formulate the
data, PLTS is adopted. During the pandemic, these courses
were hosted online for the betterment of youths. Resource
personnel from the institute of national importance were
invited to deliver lectures and hands-on training to the
participants.

To further understand the efficacy of these courses in
terms of job creation for youths, we invited volunteers to
participate in a semistructured questionnaire created using
Google forms and circulated online for data collection. (e
study aimed to rank online courses as per the perception of
youth. Factors utilized in the study for rating online courses
are the usefulness of the course, job creation from the course,
resource personnel content knowledge, expected prerequi-
site/preparation of the course, stress due to pandemic, and
connectivity issues. Based on the literature [65–67] and
intuition, these factors are finalized for the study. (e last
three factors are cost type, and the other factors are benefit
type.

For the sake of implementation, authors refer to online
courses (cyber security, machine learning, data science, and
cloud computing) as CC1, CC2, CC3, and CC4; factors as
FC1, FC2, FC3, FC4, FC5, and FC6; course organizers as
CO1, CO2, and CO3. (e last three factors are of cost type,
while the rest are benefit type. Steps for ranking the online
courses are given as follows.

Step 1. Consider rating data from each participant on
the four online courses based on the six factors. Likert-
scale rating is adopted by participants transformed to
PLE by adopting the procedure described in Section
3.2.
Table 1 gives the PLEs as a data matrix for the par-
ticipants’ four courses rated on six linguistically (Lik-
ert-scale). (e transformation procedure presented in
Section 3.2 is used for constructing PLEs from the
linguistic data. (is is crucial because participants for
each course are heterogeneous in terms of count, de-
mography, and so on. (e authors considered the top
two linguistic terms based on the associated occurrence
probability values to build the decision matrix.
Step 2. Officials/organizers of the course (online)
provide their rating on the factors that helps in de-
termining the significance of the elements (Table 2).
(e procedure developed in Section 3.3 is used for this
purpose.
(e procedure put forward in Section 3.3 is applied to
determine the utility values of factors by considering
regret/rejoice factors and von-Neumann values (as shown
in Figure 2). 􏽧v(Sdlj) is determined as 2.025, 2.023, 2.098,

1.643, 1.265, and 1.732. Equations (6) and (7) yield the
significance values of factors as 0.097, 0.230, 0.090,
0.203.0.170, and 0.210, respectively.
Step 3. With the help of data from Step 1 and vector
from Step 2, online courses are ranked by adopting the
algorithm proposed in Section 3.4. From the data
transformation procedure, the heterogeneous partici-
pants’ data of each course is holistically transformed
into a data matrix of order 4 × 6. Significance value is a
vector of order 1 × 6.
Personal Opinion. poi is considered for each course as
0.25, 0.20, 0.35, and 0.20, respectively. FromTable 3, the
parameter values associated with the improved
WASPAS for each online professional course are ob-
tained. (e TRi values indicate the ordering of courses
as CC3≻CC1≻CC4≽CC2, which infers that the data
science course is considered most suited for job op-
portunities for Indian youths, followed by cyber se-
curity, machine learning, and cloud computing. In
particular, machine learning and cloud computing are
equally preferred by Indian youths in terms of job
opportunities in organizations.
Step 4. Conduct sensitivity analysis with significance
and strategy values of factors and experts by altering
values systematically by shift operations.

Sensitivity measure is investigated in both inter/intra-
context by varying the significance of factors through shift
operations and periodically increasing step size of strategy
values. In the intercontext, the effect of new sets of signif-
icance vectors on rank values is determined, and in the
intracontext, the impact of strategy values on rank values is
determined. Figures 3(a) to 3(f ) show the effect of both the
values (alteration of weights (inter) and alteration of strategy
values (intra) on the ordering of the online professional
courses. Six bar graphs are depicted for six weight sets
(obtained by shift operation of significance values), and
within each graph, strategy values are altered from 0.1 to 0.9.
Rank values of each course is plotted as the bar. It can be seen
that the Indian youths highly prefer data science in terms of
job opportunities in organizations. Courses such as machine
learning and cloud computing are equally considered in
their respective ranking regarding job opportunities for the
youth population. (e empirical case study conducted by
RGNIYD, an academic institute, serves as a pilot study in
effectively understanding the importance of online training
(teaching/learning) during pandemic situations and the
courses that fetch job opportunities to Indian youths based
on their data. (e inter/intrasensitivity analysis shows that
the proposed framework is robust even after adequate al-
terations are incorporated.

4.1. Comparison Study. (e authors attempt to showcase the
efficacy of the proposed work by comparing themodel with a
close counterpart method [48]. From the sensitivity graph
shown in Figure 3, it is clear that the proposed work is highly
robust even after alterations to factor significance, and
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strategy values are done adequately. To further realize the
efficacy of the work, the model in [53] is compared with the
proposed work. Table 4 gives the summarized view of the
theoretical benefits of the proposed work over [53]. Besides,
authors also compare the proposed work with extant
models, namely, [13, 17] and [23], which actively use PLTS

in their framework for attaining rational decisions. Finally,
data from the case example are provided to these models,
and the courses are ranked, and they are shown in Table 5.

Table 5 and Figure 4 show that the proposed model
produces a unique ranking order of professional courses. It
can be intuitively inferred owing to the proposed model’s
ability to consider the nature of factors during the ranking of
courses (alternatives) and capture experts’ personal opinions
during ranking, which provides a sense of personalization
and is lacking in existing models. Apart from this, specific
theoretical merits of the framework are listed below. Based
on the briefing in Table 4, it is inferred that the proposed
work is novel and innovative. To further detail the claim,
specific points are presented as follows:

(i) PLD is a sophisticated structure that allows for the
elegant transformation of rating data from multiple
heterogeneous candidates/users. Furthermore, the
structure ensures data without loss of generality.

(ii) Driven by the inference from Kao [61], weights are
rationally determined by considering risk attitudes
and the nature of factors, which is lacking in the
close counterpart approach.

(iii) Unlike the framework [53], the ranking algorithm
in the proposed work considers the nature of factors
and personal choices to provide an interactive,
personalized variant of WASPAS with PLD.

O(e nature of factors, which is a potential parameter in
the decision process, is considered both in weight assessment
and ranking, lacking in [53].

O Also, the new formulation allows experts/agents to
share their personal opinion on each alternative option (as a
vector) that acts as potential information in influencing the
ordering of options.

Statistically, the comparison is further extended to re-
alize the superiority of the proposed work. For this purpose,
300 matrices are generated that are used in the simulation
experiment. (ese matrices are of the same dimension as the
data in the case example. (ey are given as input to both the
proposed models [53]. Rank vectors are estimated via the
algorithm provided in each model. It can be seen that each
algorithm obtains 300 vectors of 1×4. Statistical variance is
calculated for each vector, so 300 values are obtained, which
are plotted in Figure 5. (e graph shows that the proposed
model can better discriminate alternatives (online courses
here) by producing broader vectors than its close coun-
terpart. (e graph shows that the proposed model has about
six times better discrimination than the counterpart ap-
proach. Besides the test for uniqueness of the proposed
model put forward in Figure 4, the uniqueness measure is
also determined for the 300 orders yielded by the proposed
model from the simulation experiment. Spearman rank
correlation is applied for the rank values produced by the
proposed and counterpart approach. It can be inferred that
due to consideration of personal choices, the proposed
model produces an order that is unique compared to its close
counterpart with an average uniqueness score of 0.7807 for
the 300 simulated matrices (Figure 6).

Table 1: Linguistic data transformed to PLE for decision-making.

Factors
Professional online courses

CC1 CC2 CC3 CC4

FC1
s5(0.5)

s4(0.44)
􏼨 􏼩

s4(0.46)

s6(0.36)
􏼨 􏼩

s5(0.5)

s2(0.5)
􏼨 􏼩

s4(0.44)

s3(0.56)
􏼨 􏼩

FC2
s5(0.45)

s3(0.4)
􏼨 􏼩

s4(0.66)

s5(0.3)
􏼨 􏼩

s6(0.52)

s3(0.4)
􏼨 􏼩

s2(0.35)

s3(0.47)
􏼨 􏼩

FC3
s3(0.6)

s5(0.4)
􏼨 􏼩

s6(0.55)

s4(0.4)
􏼨 􏼩

s6(0.46)

s4(0.52)
􏼨 􏼩

s5(0.54)

s6(0.43)
􏼨 􏼩

FC4
s5(0.6)

s2(0.33)
􏼨 􏼩

s4(0.44)

s3(0.33)
􏼨 􏼩

s3(0.63)

s4(0.33)
􏼨 􏼩

s5(0.44)

s3(0.33)
􏼨 􏼩

FC5
s2(0.25)

s3(0.27)
􏼨 􏼩

s3(0.6)

s4(0.4)
􏼨 􏼩

s5(0.55)

s6(0.33)
􏼨 􏼩

s4(0.62)

s2(0.28)
􏼨 􏼩

FC6
s6(0.5)

s4(0.5)
􏼨 􏼩

s6(0.35)

s5(0.6)
􏼨 􏼩

s3(0.42)

s2(0.25)
􏼨 􏼩

s3(0.52)

s4(0.44)
􏼨 􏼩

Table 2: Opinions for determining factors’ significance.

Factors
Officials/organizers

CO1 CO2 CO3

FC1
s3(0.45)

s4(0.44)
􏼨 􏼩

s4(0.4)

s5(0.5)
􏼨 􏼩

s3(0.6)

s5(0.3)
􏼨 􏼩

FC2
s5(0.5)

s4(0.4)
􏼨 􏼩

s5(0.6)

s3(0.25)
􏼨 􏼩

s4(0.45)

s5(0.4)
􏼨 􏼩

FC3
s4(0.4)

s3(0.5)
􏼨 􏼩

s4(0.35)

s6(0.5)
􏼨 􏼩

s4(0.4)

s3(0.6)
􏼨 􏼩

FC4
s2(0.55)

s4(0.4)
􏼨 􏼩

s5(0.35)

s6(0.4)
􏼨 􏼩

s4(0.45)

s2(0.55)
􏼨 􏼩

FC5
s3(0.3)

s2(0.35)
􏼨 􏼩

s5(0.4)

s4(0.45)
􏼨 􏼩

s4(0.5)

s5(0.5)
􏼨 􏼩

FC6
s3(0.6)

s4(0.3)
􏼨 􏼩

s5(0.5)

s4(0.45)
􏼨 􏼩

s5(0.6)

s2(0.4)
􏼨 􏼩

Table 3: Rank values associated with each online professional
course.

Online courses
Parameters of interactive WASPAS

algorithm
AFi PFi TRi

CC1 0.066523 0.062433 0.064478
CC2 0.048126 0.04509 0.046608
CC3 0.090113 0.083139 0.086626
CC4 0.047729 0.045634 0.046891
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In a nutshell, the proposed model is analyzed from both
the theoretical and statistical perspective to effectively
understand the superiority of the model that is put forth in
the present study. It is clear that (i) the model adds value to
the PLTS-based decision-making by putting forward a
novel framework, whose usefulness is demonstrated by
using real case example of professional online course
evaluation by collecting empirical data from RGNIYD, an
academic institution in India; (ii) later, the test for

uniqueness (Figures 4 and 6) shows that the proposed
model produces an unique order of alternatives (online
courses), which is intuitively backed by the novelty in the
formulation of the model that allows consideration of
personal choices; and (iii) finally, the test for discriminative
power (Figure 5) also reveals that the proposed model
produces broader and sensible rank values that aid in better
discrimination of alternatives (online courses) for rational
decision-making.
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Figure 2: (a) von-Neumann values and (b) regret/rejoice values.
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Figure 3: Sensitivity measure of factors’ significance: (a) to (f ) is set 1 to set 6 (X axis 1 to 9 indicate strategy values from 0.1 to 0.9, resp., with
step size 0.1).
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Table 4: Summary of characteristics: proposed and other models.

Context Proposed work [53]
Data PLD PLD
Weights of factors Calculated methodically Calculated methodically
Regret attitude characterization Done, regret/rejoice factor Not done
Nature of factors Considered, both during weight assessment and ranking Not considered
Personal choices of experts Considered during ranking Not considered

Table 5: Order of professional courses obtained from PLTS models: proposed versus others.

Course Proposed Reference [48] (0.2) [13] [17] [23]
CC1 2 3 2 3 3
CC2 4 1 1 1 1
CC3 1 2 3 2 2
CC4 3 4 4 4 4
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Figure 4: Test of uniqueness in ordering.
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Figure 5: Broadness measure for realizing discrimination factor.
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5. Conclusion

(e present study offers an integrated technique put into a
framework for decision-making with PLD. (e framework
adds value to the research in the field of PLTS.(emethod in
the framework calculates weights/significance of factors
rationally by considering the hesitation attitudes of experts/
agents. Furthermore, an extension to theWASPAS approach
is provided with PLD that enables the method to consider
the nature of factors during the ordering and personal
choices of alternative options from experts/agents. (is
personal choice as a vector offers a sense of the personalized
ordering of options. (e framework’s benefits can be the-
oretically and statistically verified by an empirical case study
of professional online course selection during the pandemic
time. Comprehensive inter-/intrasensitivity analysis and
comparison (with close counterpart) reveal the framework’s
superiority in robustness and acceptable discrimination
level.

Some shortcomings of the study are (i) the impor-
tance of experts/agents is not methodically derived, and
(ii) consideration of top two linguistic instances with its
associated single confidence value to the terms (Likert
scales) may cause some information loss in the practical
sense. On the other hand, a few implications from the
managerial perspectives are (i) the framework can be
readily adapted for other decision problems in academics
and other fields; (ii) transforming rating data from
heterogeneous participants into a holistic data matrix by
using the PLTS concept is a flexible way for data rep-
resentation; (iii) though some loss exists in the data, it
may be addressed by extending the framework to com-
plete data zone; (iv) the framework gives educational
policymakers to effectively plan courses for youth pop-
ulation so that they gain the state-of-the-art skill and
knowledge to become ready of industry; (v) finally, some
training with the model is expected to aid policymakers
in the decision process.

Table 6: Symbols, semantics, and the respective values.

Symbol Meaning and value
sz Linguistic term with subscript z that can have values as 0, 1, . . . , q. q is 6

di � (sk
z)i(pk

i )􏼈 􏼉
Probabilistic linguistic element/data with sk

z as the kth linguistic term and pk
z as the probability value associated with the

kth linguistic term
k Index for the instance that can take values as 1, 2, . . . , #D(p)

Sdlj Score measure associated with lth expert and jth factor
Sfj Weight/importance associated with factor j. Values are in the range 0 to 1
j Index associated with the factors
i Index associated with the alternatives (online courses)
l Index associated with the experts
g Number of experts. g is 3
y Number of factors. y is 6
x Number of alternatives. x is 4
zk

ij Subscript of the kth linguistic term given as rating to rate the alternative i based on factor j

pk
ij

Probability associated with the kth linguistic term that is used for rating the alternative i based on factor j

poi

Personal opinion associated with alternative i. Values are in the range 0 to1. Here, we considered values as 0.25, 0.20, 0.35,
and 0.20, respectively for each online course.

AFi Weighted sum of alternative i

PFi Weighted product of alternative i

TRi Net rank value of alternative i

θ Strategy value that can have values in the range 0 to 1
η Power value. Considered as 0.50
β Risk aversion. Considered as 0.50
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Figure 6: Consistency measure through Spearman correlation.
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In the future, authors plan to resolve the previously
mentioned shortcomings by presenting algorithms for ex-
pert weight assessment and considering complete data zone
for decision-making. Further, plans are made to propose an
integrated approach in the fuzzy variants, such as orthopair
sets [68–70] and interval variants of linguistic forms, such as
PLTS [6] and double hierarchy variants [71]. Finally, ma-
chine learning concepts can be embedded with decision
approaches for solving large-scale decision problems in
academic and other contexts.

Appendix

(e symbols, their notations, and respective values are
provided in Table 6 for clarity to readers.
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